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Abstract

Theuseof cryptographicprotocolsthatenforcea vari-
ety of securitypropertieshasbecomemore andmore
importantin every day’s Internettransactions.Thetask
of designingsuchprotocolsis tediousanderrorprone:
many protocols that were believed to be correct for
yearshave beenshown to containsubtleerrors. More-
over, it is difficult to designprotocolsthat are adapt-
ableto differentconstraintson their executionenviron-
mentsuchasCPU power andbandwith. Securitypro-
tocols can be built from simple communicationprim-
itives provided by standardprotocols,and from cryp-
tographicprimitives. The rules of the protocol, can
be derived from a high-level specificationof what the
protocol is designedto achieve, andunderwhat hard-
ware and software constraintsit will be used. It has
beenshown that most of thesespecificationsare best
capturedfrom aknowledgeandbelief-basedviewpoint.
In this work, we proposea techniqueallowing the au-
tomaticsynthesisof securityprotocolsthat satisfy, by
construction,their logicalspecification.Suchspecifica-
tionscanbeexpressedusinghigh-level communication
primitives. Primitiveshave securityandcryptographic
attributesthat includeconfidentiality, integrity, authen-
tication, andnonrepudiation,andcanbe implemented
usingpublicandsecretcryptography.

Intr oduction
Theevolution of the Internetthroughthe last threedecades
is an indicationof its futureevolution into an infrastructure
for servicedelivery. This evolution requiresbuilding anen-
tirely new classof protocols,networks, andinfrastructures
thatwill search,access,provide, andassembleservices.In
this highly dynamicenvironment,and with the increasing
numberof Web-enableddevices that operateunderdiffer-
ent environmentsandwith differentcomputationandcom-
municationcapabilities,it will behardto provide standards
for many of the possibleapplications.We expectthat pro-
gramsynthesistoolswill play animportantrole in building
bridgesbetweenapplicationsand services,and generating
�
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serviceson the fly by assembling,adapting,andsynthesiz-
ing basiccomponents.Moreover, the synthesisapproach
providesgreaterconfidencein the correctnessof the gen-
eratedapplicationswhich would otherwisehave to becare-
fully designed,tested,andverified, which is a tediousand
errorpronetask.

Cryptographicprotocolsarean importantcomponentin
this new architecture,andaredesignedto provide a secure
communicationcapabilityoveraninsecurenetwork in order
to protectbusinesstransactions,individual privacy, andna-
tionalcritical resources.Cryptographiccommunicationpro-
tocolsarethebasisof securityin many distributedsystems,
and it is thereforeessentialto ensurethat theseprotocols
functioncorrectlyanddonot exhibit vulnerabilitiesthatcan
be maliciously exploited. In every day’s Internettransac-
tions, securecommunicationachieving authentication,fair
exchange,nonrepudiation,and contractsigning, protocols
mustbe carefully designed,testedandverified. However,
for new application,thetaskof designingsuchprotocolsis
tediousanderror prone. Protocolsmay operateunderdif-
ferentCPUandbandwidthconstraints.Moreover, protocols
mustbeadaptableto changesin securitypoliciessuchasthe
lengthof encryptionkeys or a limit on thelifetime of a cer-
tificate.It is thereforedifficult to designsuchprotocolsto be
adaptableto thesedifferentconstraints.

Securityprotocolscanbe built from simplecommunica-
tion primitivesprovidedby standardcommunicationproto-
cols, and from cryptographicprimitives. The rules of the
protocol, that is, messagecontent,can be derived from a
high-level specificationof what the protocol is designedto
achieve. We believe that whensucha higher-level specifi-
cationis expressedin a logical formalismto which onecan
associatea reasoningframework, it is possibleto automat-
ically synthesizesecurityprotocolsfrom that specification.
Figure1 shows a descriptionof thesynthesismethodology.
First, we definetheprotocolby a setof goalsit is designed
to achieve. A setof constraintson theenvironmentcanalso
beprovided.Suchconstraintsmaybeusedto selectthebest
protocolthatsatisfiestheconstraintsamongasetof possible
protocolsthat satisfythe samegoal. Oncea high-level de-
scriptionof theprotocolis givenandasetof protocolrulesis
generated,onecancompileit into anexecutableform, using
standardcommunicationprimitivesandstandardencryption
mechanisms.



Theconstraintson theexecutionenvironmentof thepro-
tocol� might be usedto generatea protocol that satisfiesits
functionalspecificationbut alsotakesadvantageof the en-
vironments.For instance,if the device that runsthe proto-
col hasaccessto apowerful-enoughCPU,but limited band-
width, onecangeneratea protocolthatusesshortmessages
for communication,but heavily usesencryptionthatcanbe
handledby theCPUpower.
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Figure1: ProtocolSynthesis

In this work, we proposea synthesismethodologythat
allows the automaticderivation of cryptographicprotocols
from ahigher-levelspecificationexpressedin alogicalform.
Our synthesismethodologyis basedon derivationrulesand
consistsof threemainingredients:� A logic that describesassumptionson the environment,

the initial configurationof the protocol, and the set of
goals, that is, the logical specificationof what the pro-
tocol is designedto achieve� A proofsystemassociatedto thelogic in orderto decom-
posethe setof goalsinto elementarygoalsthat mustbe
satisfiedby thedesignedprotocol� A realizationfunctionthatmapsanelementarygoal into
protocolactions.That is, a functionthatmapsthelogical
reasoningstepsinto protocolactions� A setof constraintson the executionenvironmentof the
protocol

Middlewar e Ar chitecture for Protocol
Synthesis

Our synthesismethodologyis part of a middlewarearchi-
tecturethat facilitatesthe interoperabilityof web-enabled
devices. The architecture(Denker & Säıdi 2001) shown
in Figure 2, enablesdifferent devices to use the middle-
warecapabilitiesand interfacesto requestcustomizedser-
vicesthatwill becomepartof theirapplications.Devicesare
hardwareandsoftwarecomponentsthathaveaninterfaceto
themiddleware.Theembeddedsystemsmay interactusing
the middlewareto communicateandexchangeinformation

abouttheir interfaces,constraints,andpoliciesunderwhich
they areallowed to operate.Suchinformationis expressed
andexchangedin a commonrepresentationdefinedaspart
of aninterfaceontologyfor securityservicesandprotocols.
The result of the interactionis codegeneratedfor the de-
sired securityservices. The codegenerationis facilitated
by a deductive systemthat implementsa translationfrom
high-level securityservicedescriptionsandsystemrestric-
tionsinto logical properties,a proof systemto reasonabout
thoseproperties,andarealizationandsynthesismodulethat
generatescodefor thegivengoalsandconstraints.Thesyn-
thesismodulehasthepowerto computethenecessarysecu-
rity protocolsandwill distribute the resultsto the devices,
wherethecodeis integratedinto theapplicationlayer.
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Figure2: MiddlewareArchitecturefor ProtocolSynthesis

Logic for Cryptographic Protocolsand
SynthesisApproaches

Partiesinvolved in a protocol are consideredas principals
thathave the ability to actwhencertainconstraintsaresat-
isfied.Suchconstraintsusuallyrepresentthestateof knowl-
edgeof the principals. In such an applicationthere is a
strong link betweenknowledge and action. It has been
shown (Halpern& Zuck 1992; Fagin et al. 1995) that a
knowledge-basedviewpoint givesa unifying framework for
understanding,verifying, anddesigningprotocols.

Logic of knowledgeis the right level of abstractionfor
reasoningaboutsecurityprotocols.In securityprotocols,de-
tails aboutthedatatransferprotocoldetailsareoftenomit-
ted, andthe focusis only on the cryptographicpart that is
bestcapturedby the notion of knowledge. For instance,
to deducethecorrectnessof anauthenticationprotocol,one
would needto prove thatbothpartiesarewho they saythey
are. In a particularlogic system,this couldbeX believesY
believesX andY believesX believesY, which is theformal
wayof sayingthatX andY trusteachother.

The use of logical analysis in protocol design is not
widely implementedin thesecurityprotocolsector. This is
mainlydueto thelackof toolsto implementsuchalogicsys-
temeasilyandalsoto the lack of trust in thesewell-known
logicsystems.Thislackof trustmayhaveabasissinceflaws
in logic systemshave beenuncovered. In addition,no one
logicsystemhasbeenprovento bebothsoundandcomplete.
Logics like BAN (Burrows, Abadi, & Needham1990)and
GNY (Gong,Needham,& Yahalom1990)havethemostex-
posureassecuritylogic systemsandarethesubjectof much



research.SyversonandvanOorschotalsoproposedaformal
frame� work to unify severaldifferentcryptographicprotocol
logics(Syverson& vanOorschot1994),andAbadiandTut-
tle proposeda similar logic system(Abadi & Tuttle 1991b).
However, mostof thework on logics for securityprotocols
is dedicatedto authenticationproperties.

The two main techniquesfor the automaticderivationof
protocols,are the model-basedand the proof-basedtech-
niques. Recently, a model-basedtechniquefor the auto-
matic generationof authenticationprotocolshasbeenpro-
posedby PerrigandSong(Perrig& Song2000b;2000a).
Their techniqueis implementedasa procedurethattakesas
input a specificationof the securitypropertiesthat the pro-
tocol mustsatisfy, anda systemrequirementthat includesa
metric correspondingto the costor overheadof the proto-
col. The metric imposesa limit on messagesize. During
theprotocolgeneration,all possibleprotocolsup to a maxi-
mumcostthresholdaregenerated.A model-checker (Song
1999)is usedasa protocolscreenerto verify thegenerated
protocolsin order to eliminatethosethat do not meetthe
securityspecification.The logic thatexpressesthesecurity
propertiesof theprotocolsis weakin thesensethatdifferent
protocolscanbegeneratedfrom thesamesetof properties,
showing that the logic doesnot captureall the differences
thatexist betweenthegeneratedprotocolsalthoughthey sat-
isfy thesamesetof goals.

Different proof-basedsynthesistechniqueshave been
proposedrecently (Buttyán, Staamann,& Wilhelm 1998;
Monniaux1999;Clark & Jacob2000). In (Buttyán, Staa-
mann,& Wilhelm 1998)it wasproposedto extenda BAN-
like logic with a syntheticrulesthat whenreversedcanbe
usedin a systematicway to designprotocols.Thesynthetic
rulesintroduceanabstractnotionof channels,anddefinethe
setof readersandwritersfor achannel.

We believe that a logic-basedsynthesismethodologyis
more suitablefor securityprotocols. The usefulnessof a
complete,correct logic systemis quite substantial. The
availability of a logic suitable for reasoningabout secu-
rity protocolsgreatlysimplifiestheprotocoldesigner’s task.
Anotherusefulsideeffect from usinglogic systemsis that
oneis requiredto explicitly formalizethe assumptionsone
makes, and this forcesthe useof a more stringentdesign
methodology. Using a stringentmethodologycanonly in-
creaseconfidencein theresultantprotocol.

Our logical framework is a generalframework whereau-
thentication,confidentiality, fair exchange,nonrepudiation,
contractsigning,andsecuregroupcommunicationproper-
tiescanbeexpressed.Ourframework capturespropositional
attitudesasknowledge,belief, trust,anddifferentnotionsof
evidence.We usetheBAN logic asabasisfor thedefinition
of our logic.

Figure3 shows the formulasof the BAN logic andtheir
informal meaning.The semanticsof the belief modality is
similar to theoneof knowledgeandis expressedby theax-
iom: ���
	��  ��� . We usethe following belief
production:

������������� �����! #"
 �$
��� 	%� � believes ��'&(� � sees���� )%� � oncesaid ���� *� � hasjurisdictionover �+-, �/. � is fresh�10243*5 0 is a symmetrickey for � and 5�6�273 5 � and 5 sharesecret�8:9;3 5 < 0 is thepublickey of 5= �?> 9 � encryptedwith 0= �?> 9A@!B � encryptedwith theprivatekey CED#F

correspondingto thepublickey 0G �/HJI � combinedwith K, �MLNKO. pair of � and K
Figure3: BAN logic formulas
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In our approach,we alsousecryptographicchannelsthat
achieve somesecuritygoal. We definea moregeneraland
expressive notionof channelsthathave thefollowing prop-
erties: integrity, confidentiality, authentication,and non-
repudiation.Principalsmayuseacombinationof suchchan-
nels, andmay sendchannelsto eachother in the spirit of
the SPI calculus(Abadi & Gordon 1999) through meta-
channels.

Secure Communication Channels
Cryptographyhasfour majorgoalsthatcanbecombinedto
provide mostothersecuritygoals(Menezes,vanOorschot,
& Vanstone1996):� Confidentiality, alsocalledprivacy or secrecy, is theold-

estandmoststudiedgoalof cryptography. It assuresthat
datacanbereadonly by authorizedpersons.Many solu-
tionsusingsymmetric-key or public-key encryptionhave
beenproposedin literature.� Data integrity preventsan unauthorizedpersonfrom al-
teringa message.MDCs (manipulationdetectioncodes)
basedon cryptographichashfunctionsaregenerallyused
to providesucha service.� Authenticationhasbeenstudiedextensively in the litera-
ture,andmany discussionshavearisenconcerningits def-
inition. Herewe will considertwo notionsof authentica-
tion: messageandentity. Messageauthentication, or data
origin authentication,providesthe identity of the author
of a messageto a given recipient. Messageauthentica-
tion canbeimplementedusingsecureenvelopesor MACs



(messageauthenticationcodes)basedon keyed crypto-
graphicR hashfunctions.Entity authenticationprovidesan
identificationof anentity in acommunication.An impor-
tant differencebetweenthesetwo notionsof authentica-
tion is thatmessageauthenticationis not limited to a cer-
tain time period,while entity authenticationis limited to
thedurationof thecommunication.Entity authentication
needstheexecutionof a protocol.Sucha protocolcould,
for instance,consistin sendingsomefresh information,
while assuringmessageauthentication.� Nonrepudiationis the propertythat bindsan entity to a
message.A completenonrepudiationservicemustensure
both nonrepudiationof origin andnonrepudiationof re-
ceipt (Zhou1996).Nonrepudiationof origin providesev-
idenceto therecipientof a messageaboutthe identity of
theauthorwho wrote themessage.Until today, theonly
way of providing suchevidencehasbeenthroughusing
digital signatures.The differenceis that nonrepudiation
provides evidencethat can be shown to an adjudicator
abouttheidentityof theauthor, while authenticationonly
assuresthat the recipientis convincedof the identity of
theauthor. Nonrepudiationof receiptprovidesanorigina-
tor of a messagewith evidencethattherecipientreceived
a previously sentmessage.A completenonrepudiation
servicecannotbeimplementedby a singlecryptographic
primitive. It needsa non-repudiationprotocol to be run
betweentwo entities.
Communicationchannelsare logical connectionsbe-

tweenprincipals. On additionto deliveringmessages,they
can provide other cryptographicservices. We definefour
channelsthatprovideconfidentiality, dataintegrity, message
authentication,andnonrepudiationof origin.

Definition 1 (integrity channel) An A-integrity channel
assuresthat if entityA sendsa message on thenetwork,ev-
eryonewill receivea nonalteredmessage.

Definition 2 (authentic channel) AnAB-authenticchannel
provides message authenticationbetweenthe two entities
A and B: whenever a message arrives on an AB-authentic
channelB, canbesure that themessagewassentbyA. Note
that the message doesnot needto be freshand that B can
notconvinceanyoneelsethatA is theauthorof themessage.
Moreover, authenticationdoesnot require themessageto be
secret.

Definition 3 (nonrepudiablechannel) A non-repudiable
channelprovidesnonrepudiationof origin. Whena mes-
sage arrives on an A-nonrepudiablechannel, everyoneis
convincedthatA is theauthorof themessage.

Definition 4 (confidential channel) A B-confidentialchan-
nelprovidestheservicethatonly theauthorandB canread
thecontentof messagem.

Thesechannelscanbeusedasbuilding blocksto design
morecomplex services.Channelscanbeimplementedusing
a varietyof cryptographicprimitives. For instance,a confi-
dentialchannelestablishedbetweenS and T canbeimple-
mentedeitherby usingthe public key of T , or by usinga
sharedsecretkey betweenS and T . It couldevenbeimple-
mentedusinga physicallysecurechannel.Sucha choiceof

implementationmay dependon the availability of a public
key infrastructure,or adequatesoftware and hardware for
generatingsharedkeys. However, all of thesepossibilities
guaranteetherequirementsof a B-confidentialchannel.

Wecanestablishahierarchybetweenthesechanneltypes.
A nonrepudiablechanneloffers a strongerservicethanan
authenticchannel:asanA-nonrepudiablechannelconvinces
everyonethat A is the authorof the message,it alsocon-
vincesB in particular. In thesameway, anA-integrity chan-
nel canbeimplementedby thestrongerAB-authenticchan-
nelor anA-nonrepudiablechannel,aschangingthemessage
m would changethe author. A consequenceof this hierar-
chy is that whenever we needa channeloffering integrity
services,we canimplementit by anauthenticor a nonrepu-
diablechannel.

In practice,more complex servicesthan thoseprovided
by the above-definedchannelsareneeded.Thereforeit is
importantto have thepossibility to combinetheservicesof
the four basicchannels.To do so, we definea messagem
thatcanbesentonachannelaseitherdataorachannelin the
spirit of the SPI calculus(Abadi & Gordon1999) through
meta-channels.Considerthe following example,whereA
wantsto senda message

�
to B thathasfirst beendigitally

signedby A andthenbeenencryptedfor B:

UWVYX[Z!\ D#]
, S^L UWV_X�Za` DEbYc

, S^L � L7.W.
Thisexampleshowstheexpressivepowerof ourmodel.B is
theonly oneexceptthesenderwho cangetthe information
senton the confidentialchannel. Receiving a nonrepudia-
blechannelmeansthatB hasall theknowledgeto build this
channel.B canthusdecideto sendthis informationto ev-
eryoneelse—andconvinceeveryoneelsethatA is theorig-
inator of message

�
—or decideto keepthis information

secret. By the samemechanismwe canimplementnested
encryptionandother morecomplex cryptographicmecha-
nisms,while stayingata high level.

Computational Model
Our computationalmodelis basedon executiontracessim-
ilar to theoneproposedby Abadi andTuttle (Abadi & Tut-
tle 1991a)for the BAN logic. We also usePaulson’s ap-
proach(Paulson1998;Millen & Ruess2000)to modelthe
behavior of principals,whereprotocolsare inductively de-
fined assetsof traces. A traceis a list of communication
events.We considerprotocolsthatareinteractionsbetween
a set of principalsusing communicationchannels. A run
of the protocol is a sequenced of states.Eachstatecorre-
spondsto theexecutionof acommunicationstepvia aspeci-
fiedchannel.Weassumethatall principalscanreadall mes-
sages.Let 5 denotethe global statespaceof the system.
In a systemstate egf 5 , we denoteby h �[�ji-� , eY. the setof
messagesthathave beenexchangedso far andby h �[�ji-� , eY.
themessagecontentsthatoccurin h �[�ji-� , eY. . Givena setof
fields k , the following setsareused: lnm_oqp U , kr. , s X m!t u , kr. ,
and v!w X p4x , kr. . lnm_oqp U , kr. is the set of fields and subfields
thatoccurin k . s X m!t u , ky. is thesetof fieldsthatcanbeex-
tractedfrom elementsof k without breakingthecryptosys-
tem. v!w X p4x , kr. is the setof fields that canbe constructed



from elementsof k by concatenationandencryption. For-
maldefinitions

z
canbefoundin (Paulson1998)or (Millen &

Ruess2000). In a statee , thesetof fieldsthat { canaccess
is then

| X�}�~ , {�LNeY.�� s X m!t u ,���, {^.:��h ���ji-� , eY.W.4�
This is the set of fields that { can obtain from its initial
knowledge

�E, {^. andthemessagesseensofar. In theBAN
logic, the semanticsof the belief modality is definedas
knowledge.Therefore,weusethetracemodelandthepred-
icates lnm_oqp U , kr. , s X m!t u , kr. , and v!w X p4x , kr. to provide a se-
manticsfor BAN logic. Thus,our modelallows us to char-
acterizethestatewherea certainformula is valid asa state
in a particularsequenceof eventsthat correspondsto the
messagesobserved so far. This allows us to construct,for
a setof goalsexpressedin theBAN logic, a traceof events
that startsfrom the statethat satisfiesthe initial configura-
tion of the protocol,and leadsto the statewhereall goals
aresatisfied.Thus,in any statee , thebelief of anagentS is
characterizedastheset

| X�}�~ , S^LJeY.
e�� ��SO� 	�k if f T�f | X�}�~ , S^LJeY.

Communicationevent S 3 G � H����J�4� 3 T expressesthe
factthat S sendsamessage

�
to T with theattribute

���[�!�
that canbe confidential,nonrepudiable,andauthenticated,
andpreserve the integrity of messages.The attributescan
beconsideredaslogical channelsbetweenS and T . Chan-
nels can be implementedusing a variety of cryptographic
primitives. For instance,a confidentialchannelestablished
betweenS and T canbe implementedeitherby usingthe
public keys of S and T , or by using a sharedsecretkey
betweenS and T . Suchchoiceof implementationmay be
decideddependingon theavailability of apublickey infras-
tructure,or adequatesoftwareandhardwarefor generating
sharedkeys.

In its simpleform, a message
�

canconsistof data. It
canalsoconsistof a belief formula. Thus,it is possibleto
expresshow S cantransferknowledgeto T .

Example

As an example of the feasibility of our approach,we
show how thewell-known Needham-Schroederauthentica-
tion protocolcanbegeneratedfrom its logicalspecification,
expressedin the BAN logic (Burrows, Abadi, & Needham
1990).Following is a completederivationof theNeedham-
Schroederprotocol using BAN logic, in which initial and
final statesare,respectively

Initial State:

k�� 	 8 \;3 T
k�� 	 8 `;3 S
S�� 	�k��  8 \;3 TS�� 	 +-,���� .
T�� 	�k��  8 `;3 ST�� 	 +-,���� .

Goals:

SO� 	 8 \;3 T� T�� 	 8 `;3 S� SO� 	�T�� 	QS �O�2(3 T� T�� 	QSO� 	�S �O�2�3 T
thatcanbeused.Thederivationprocessconsistsin usinga
setof rulesthatcancorrespondtoproportionallogic rules,or
BAN logic rules.Thederivationprocessterminateswhenall
thegoalsarerealized.Fromthederivationprocess,thecom-
municationsareextractedandorderedin time. Theresulting
orderedcommunicationmessagesarethederivedprotocol.

For synthesispurposes,we augmenttheBAN logic rules
with additionalproductionrulesthat allows the generation
of protocol rules. The derivation processis presentedin a
deductiveproofstylewhereacombinationof theBAN logic
proof rules,propositionalproof rules,andadditionalrules
areused.A particularrule is added.This is the realization
rule thatallowsusto build protocolrulesfrom thebeliefsof
the principals. Also, a precedencerule is addedto express
chronologicalorderbetweenBAN formulas. For instance,
onecanassumethat the formula T��q	�S � �2�3 T becomes
valid before formula SO��	*T���	*S � �2(3 T . A similar no-
tion is usedin thestrandspacesmodel(Thayer, Herzog,&
Guttman1998).Thus,weusethefollowing� �[¡!¢a¡j£¤¡j¥ ¢_¡¦�[§¤¨�¡

T�� 	�S � �2(3 T T 3 G T�� 	�S � �2(3 TOHW© 3 S
S�� 	�T�� 	�S ���2(3 T

that expressesthe fact that S believesthat T believesthatT and S sharea secret, T must first believe that it in-
deedsharesthe secretwith S , and then it communicates
this fact to S in a secureway expressedby T 3 G T���	S � �2�3 TOHW© 3 S that preserves the sharedsecret. This
usually indicatesthat T acknowledgesan earlier message
containingthesharedsecretandsentby S .ª

Goal: 1
SO� 	 8 \;3 T� T�� 	 8 `;3 S� SO� 	�T�� 	QS � �2(3 T� T�� 	�S�� 	QS �O�2�3 T

Rule? (Split)ª

Goal: 1.1
S�� 	 8 \;3 T
Rule? (applyR5)ª

Goal: 1.1,�« 5¬a®j¯E°�±�²³°�´¶µ³· . ¬ SO� 	 5 �  8 \;3 T� SO� 	 5 � 	 8 \;3 T



Rule? (inst 5 with k )ª

Goal: 1.1
SO� 	�k��  8 \;3 T� SO� 	�k�� 	 8 \;3 T

Rule? (split)ª
Goal: 1.1.1
SO� 	�k��  8 \;3 T
Rule? (assert)ª

Goal: 1.1.2
SO� 	�k�� 	 8 \;3 T
Rule? (assert)S¹¸�¸ �º� h "
 �$

SO� 	�k��  8 \;3 T "
�O»E�¼"½� ¸¾SO� 	�k�� 	 8 \;3 Tª
Goal: 1.2,�« 5¿¬Y®j¯�°�±E²³°�´nµ³· . ¬ T�� 	 5 �  8 `;3 S� T�� 	 5 � 	 8 `;3 S
Rule? (inst 5 with k )ª

Goal: 1.2
T�� 	�k��  8 `;3 S� T�� 	�k�� 	 8 `;3 S

Rule? (split)ª

Goal: 1.2.1
T�� 	�k��  8 `;3 S
Rule? (assert)ª

Goal: 1.2.2
T�� 	�k�� 	 8 `;3 S
Rule? (assert)S¹¸�¸ �º� h "
 �$

T�� 	�k��  8 `;3 S "
�O»E�¼"½� ¸¾T�� 	�k�� 	 8 `;3 Sª

Goal: 1.3SO� 	�T�� 	�S � �2(3 T
Rule? (applyprecedencerule)

ª

Goal: 1.3.1T�� 	QS � �2(3 T
Rule? (realize)ª

Goal: 1.3.1T�� 	 +W� � � T 3 G � � HW© 3 SÀ SO� 	 +W� � � S 3 G � � HW© 3 T
Rule? (assert)ª

Goal: 1.3.1T�� 	 +W� � � T 3 G � � HW© 3 S
Rule? (split)ª

Goal: 1.3.1.1T�� 	 +W� �

Rule? (assert)ª

Goal: 1.3.1.2T 3 G �O� H © 3 S
Rule? (realize)ª

Goal: 1.3.1.2,�« 0 ¬YÁ¶Â_Ã . ¬ T�� 	 8Ä9;3 S À T�� 	QSÅ0243 T� T 3 G½= � � > 9 H 3 S
Rule? (inst 0 with S )ª

Goal: 1.3.1.2
T�� 	 8 `;3 S À T�� 	�S1S2�3 T� T 3 G�= ��� > ` H 3 S

Rule? (assert)ª

Goal: 1.3.1.2T 3 G�= � � > ` H 3 S
Rule? (realize)ª

� �[�[�a�Ei h "½�� 

Producerule T�Æ 3 S ¬ = �O� LJT�> `
Goal: 1.3.2T 3 G T�� 	�S �O�2�3 TOH © 3 S



Rule? (acknowledge)ª

� ���[�a��i h "½�� 

Producerule S�Æ 3 T ¬ = ��� LNS�> \
Goal: 1.4T�� 	�SO� 	�S �O�2�3 T
Rule? (applyprecedencerule)ª

Goal: 1.4.1SO� 	�S ���2�3 T
Rule? (realize)ª

Goal: 1.4.1T�� 	 +W�O� � T 3 G �O� H © 3 SÀ SO� 	 +�� � � S 3 G � � HJ© 3 T
Rule? (assert)ª

Goal: 1.4.1SO� 	 +���� � S 3 G �O� H © 3 T
Rule? (split)ª

Goal: 1.4.1.1SO� 	 +����

Rule? (assert)ª

Goal: 1.4.1.2S 3 G � � HW© 3 T
Rule? (realize)ª
,�« 0 ¬YÁ¶ÂaÃ . ¬ S�� 	 8:9;3 T À SO� 	�SÅ0243 T� S 3 G�= ��� > 9 H 3 T

Rule? (inst 0 with T )ª

Goal: 1.4.1.2
SO� 	 8 \;3 T À SO� 	QSÇT2�3 T� S 3 G½= �O� > \ H 3 T

Rule? (assert)ª

Goal: 1.4.1.2S 3 G½= � � > \ H 3 T
Rule? (realize)

ª

� �[�[�a�Ei h "½�� 

Producerule SÈÆ 3 T ¬ = �O� LJS^> \
Goal: 1.4.2S 3 G SO� 	�S � �2�3 T�HW© 3 T
Rule? (acknowledge)ª

� �[�[�a�Ei h "½�� 

Producerule T�Æ 3 S ¬ = �O� LJT�> `
Final Goal:
Theinitial goalcanberealizedby thefollowing protocol:SÈÆ 3 T ¬ = � � LJS�> \TÉÆ 3 S ¬ = � � LNTÊ> `SÈÆ 3 T ¬ = ��� LNS�> \TÉÆ 3 S ¬ = ��� LJTÊ> `
Rule? (extractprotocol)

Solution

SÈÆ 3 T ¬ = ��� LNS�> \TÉÆ 3 S ¬ = ��� L ��� LJT�> `SÈÆ 3 T ¬ = � � LJS^> \
The rule split is a propositionalrule. The rule assertal-

lowsassertionof a formulathatis, eitheraninitial condition
of the protocolor an already-realizedformula. Finally, the
extraction rule collectsthe generatedprotocol actions,or-
dersthem,andproducestheprotocol.

Implementation
We have implementeda simpleprocedurefor theautomatic
generationof securityprotocolsas an interactive theorem
prover. Fromtheconjunctionof theprotocolgoals,theuser
can invoke a set of commandsallowing the derivation of
a protocol that satisfiesthe setof goals. The prototypeis
implementedin the ocamllanguage(Ocaml2000). A new
implementationbuilt on the PVS theoremprover is under
way. The useof PVS allows us to useits typechecker and
its powerful specificationlanguage.PVS(Owreetal. 1999)
also implementsdifferentuseful instantiationandproposi-
tional simplification rules. A setof new rules is addedto
theprover andallows us to derive from theproof thesetof
protocolrules.

Discussion
Wehavesketchedamethodfor automaticallygeneratingse-
curity protocolsfrom their logical specification.We usethe
well-knownBAN logic (Burrows,Abadi,& Needham1990)
to describeprotocolgoals,andweextendthelogic with pro-
tocol derivationrulesthatallow the derivationof messages
from logical statements.The correctnessof the derivation



rulesis justifiedusinga tracemodelthatallows us to char-
acterizeR thestatewhereacertainformulais valid asastatein
a particularsequenceof eventsthatcorrespondsto themes-
sagesobserved so far. Our methodis correct. That is, all
rulesarecorrectandany protocolgeneratedwill satisfyits
securityproperties.However, we do not addressthe issue
of completeness.It will be interestingto take advantageof
the decidabilityof modal logics suchas the BAN logic to
providecompletemethodsfor thegenerationof protocols.

Acknowledgement
I’m grateful for useful criticisms and suggestionsmade
by the anonymous refereesand by my colleaguesBruno
Dutertre, Bob Riemenschneider, Victoria Stavridou, and
TomásUribe.

References
Abadi,M., andGordon,A. D. 1999.A calculusfor crypto-
graphicprotocols:Thespicalculus.InformationandCom-
putation148(1):1–70.
Abadi,andTuttle. 1991a.A semanticsfor a logic authenti-
cation(extendedabstract).In PODC: 10thACM SIGACT-
SIGOPSSymposiumon Principlesof DistributedComput-
ing.
Abadi,M., andTuttle,M. R. 1991b. A semanticsfor alogic
of authentication.In Logrippo,L., ed.,Proceedingsof the
10thAnnualACM SymposiumonPrinciplesof Distributed
Computing, 201–216. Montéal, Québec,Canada:ACM
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